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Preface 

This volume contains the papers accepted to the third CUBIST workshop.  

CUBIST (Combining and Uniting Business Intelligence with Semantic Technologies) 

is a research project funded by the European Commission under the 7th Framework 

Programme of ICT, topic 4.3: Intelligent Information Management. The project 

started in October 2010. CUBIST follows a best-of-breed approach that combines 

essential features of Semantic Technologies, Business Intelligence and Visual 

Analytics. CUBIST aims to 

• persist federated data in a semantic Data Warehouse; a hybrid approach 

based on a BI enabled triple store,  

• and to provide novel ways of applying visual analytics in which meaningful 

diagrammatic representations based on Formal Concept Analysis will be 

used for depicting the data, navigating through the data and for visually 

querying the data.  

As one can see from this description, CUBIST requires expertise from a variety of 

research fields, which cannot be provided by a single research organization. For this 

reason, the CUBIST workshop series which addresses the main topics of CUBIST has 

been set up. The workshops aim to provide a forum for both research and practice for 

CUBIST-related topics and technologies in order to facilitate interdisciplinary 

discussions. The first CUBIST workshop was held in conjunction with the 19th 

International Conference on Conceptual Structures (ICCS 2011), which was held on 

25 - 29 July 2011 at the University of Derby, United Kingdom, and attracted 

submissions from outside the CUBIST consortium. The second workshop was held in 

conjunction with the 10th International Conference on Formal Concept Analysis 

(ICFCA 2012) which was held on 6 – 10 May 2012 at the University of Leuven, 

Belgium. This year’s workshop is held in conjunction with the 11th International 

Conference on Formal Concept Analysis (ICFCA 2013), which took place May 21-

May 24 in Dresden, Germany. We are proud that again the workshop received and 

accepted submissions from outside the CUBIST consortium, which indicates that the 

project and the workshop are addressing contemporary topics of interest to 

researchers in the fields. In total we had seven submissions, and six of the 

submissions were accepted. 

We, the chairs, want to express our appreciation to all authors of submitted papers and 

to the program committee members for their work and valuable comments.  

May 2013, Simon Andrews and Frithjof Dau 
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Formal Concept Analysis as a Framework for

Business Intelligence Technologies II

Juraj Macko

Division of Applied computer science
Dept. Computer Science

Palacky University, Olomouc
17. listopadu 12, CZ-77146 Olomouc

Czech Republic
email: {juraj.macko}@upol.cz

Abstract. Formal concept analysis (FCA) with measures can be seen
as a framework for Business Intelligence technologies. In this paper we
introduce new ideas about an OLAP cube. We take a focus on a high-
dimensional OLAP cube reduction and on a hierarchy of attributes in
an OLAP cube.

1 Introduction

This paper continues with results proposed in [9] and for more details we will re-
fer on it. The paper is structured as follows: In ”Preliminaries” the fundamentals
of FCA with measures are described, the formal definition of the OLAP cube

is shown. ”Compressing High-Dimensional OLAP Cube Using FCA With Mea-
sures” shows an efficient reduction of an OLAP space using FCA with measures.
In ”Attribute Hierarchy In OLAP And In FCA With Measures” we discuss
different types of hierarchies in OLAP. This paper is supplemented with com-
prehensive examples. The final part summarizes the results.

2 Preliminaries

An input dataset for FCA is a formal context, which is a relation between the set
of objectsX and the set of attributes Y , is denoted by 〈X,Y, I〉 where I ⊆ X×Y .
The concept forming operators ()↑ and ()↓ are defined as A↑ = {y ∈ Y | for each
x ∈ X : 〈x, y〉 ∈ I} and B↓ = {x ∈ X | for each y ∈ Y : 〈x, y〉 ∈ I}. A formal
concept of the formal context 〈X,Y, I〉 is denoted by 〈A,B〉, where A ⊆ X and
B ⊆ Y . 〈A,B〉 is a formal concept iff A↑ = B and B↓ = A. The set A is called
an extent and the set B an intent. A set of all formal concepts of 〈X,Y, I〉 is de-
noted by B(X,Y, I) and equipped with a partial order ≤ forms a concept lattice
of 〈X,Y, I〉.



Definition 1 (Measure of Object and Attribute [9] ). A Measure of the
object is mapping Φ : X → R

+ and a Measure of the attribute is mapping
Ψ : Y → R

+.

Definition 2 (Value of Extent and Intent [9] ). The Value of extent is
mapping v : AB(X,Y,I) → R

+defined as v (A) = ⊙
x∈A

Φ (x), where ⊙ is either

the symbol for the sum Σ (the ”sum” operation) or the symbol for cardinal-
ity |A| or the arbitrary aggregation function Θ. A is an extent of the formal
concept 〈A,B〉 ∈ B (X,Y, I). Similarly, the value of the intent is mapping w :
BB(X,Y,I) → R

+ defined as w (B) = ⊙
y∈B

Ψ (y), where B is an intent of the formal

concept 〈A,B〉 ∈ B (X,Y, I)

The Database table is a relation r on the relation schemeR = {A1, A2 . . . , An}
defined as a set of mappings {t1, t2 . . . , tm} from R to D where D is a set of all D
- domains of attributes A, n is the number of the columns and m the number of
rows in a database table (see [4]). Domains in D are divided into the two groups:
Hk ∈ H- dimensions and Ms ∈ M - measures, where k ∈ [1; |H|], s ∈ [1; |M|]
and Ms ⊆ R

+).

Definition 3 (OLAP Cube space, OLAP Cube [9]). The space for the
OLAP cube is a cartesian product C = LH1 × · · · × LHk × · · · × LH|H| , where
L = {0, 1}. The OLAP cube is a mapping σ : C → R

+ and is defined as

σ(h1, . . . , hn) =
m
⊙
i=1

ti(Ms) such that {ti(Aj)} ⊇ hj for all j ∈ [1; |H|], where the

symbol ⊙ stands for the sum operator Σ, the cardinality operator || or the arbi-
trary aggregation operator Θ and |H| is the number of OLAP cube dimensions.

3 Compressing High-Dimensional OLAP Cube Using

FCA With Measures

In the previous paper [9] we have shown, that FCA with measures can be seen
as a generalized OLAP. OLAP uses data which are organized in dimensions.
As a direct consequence is, that the scaled attributes (using a nominal scale [1])
from one domain are mutually exclusive. FCA with values enables to analyze the
data which are not organized in dimensions, thus those which are independent
(see the example with cars and components taken from [9] shown in Table 4).
This fact means, that we can work with a relational (binary) data as well. When
the attributes with a binary domain are used, usually there is a relatively big
amount of such attributes. It implies a high-dimensional OLAP cube. Recall
from [9], that the size of an OLAP cube is (|H1| + 1) × · · · × (|H|H|| + 1). The
expression ”+1” means, that using the domain H1 = {BMW,SKODA,FIAT}
we consider such situation, when no attribute is selected. In a binary case we
have two possibilities only (an attribute is selected or not), so a space of such
cube will be 2|H|, where |H| is a number of domains (all domains are binary
in this case). Hence, the space of the OLAP cube is exponential wrt. number



of attributes. FCA with measures enables to compress such exponential space.
Consider Y as a set of attributes in FCA. Number of formal concepts (which
contains intents, closed sets of attributes) is usually significantly lower than a
powerset 2Y , because a real dataset is usually sparse. Using FCA with measures
we can replace OLAP cube with a concept lattice with values and we do not
loose any information comparing to OLAP. This compression can be used also
for the attributes with a many-valued domain. In Figure 1 the example of such
compression is show. From the database table (i), OLAP cube is computed with
the space (3 + 1) × (2 + 1) = 12 cells (ii). In (iii) the formal context (using the
nominal scaling) is shown and finally in (iv) the concept lattice is depicted. The
concept lattice has only 10 concepts with the values (1 trivial concept is just
technical, with no value). Two OLAP cube cells (in (ii) are highlighted using
gray color) are missing in the compressed concept lattice. Consider the well
known dataset ”Mushroom”, which contains 23 original attributes (22 + 1 class
considered as an attribute) where a cardinality of the domains is between 2 and
12. Using a formula for the OLAP space we get 7, 36×1016 of cells in the OLAP
cube. Comparing to the amount of the formal concepts, which is 2, 39 × 1005

we get the space reduced approximately by 1012. In the Table 1 we can see
the original OLAP spaces comparing to the reduced ones using five well-known
datasets (see the highlighted items with a significant space compression).

TradeMark Country Price in 000 EUR

BMW Germany 30
BMW France 35

SKODA Germany 20
SKODA France 25
FIAT France 13

All countries France Germany

All trademarks 123 73 50
FIAT 13 13 0

SKODA 45 25 20
BMW 65 35 30

(i) Database (ii) OLAP Cube
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Price in 000 EUR

1 × × 30
2 × × 35
3 × × 20
4 × × 25
5 × × 13

(iii) Formal context with measures (iv) Concept lattice with extent values

Fig. 1. OLAP space compression - example



Dataset
Mushrooms Adults Cars Wine Tic-tac-toe

Nr. of original attributes
23 14 6 13 29

(before scaling)
Nr. of formal attributes

119 124 25 68 29
(after scaling)

Nr. of objects 8 124 32 561 1 728 178 958

original OLAP space
7,36E+16 7,64E+10 4,00E+04 5,22E+10 7,86E+05

(nr. of cells in OLAP cube)
compressed OLAP space

2,39E+05 1,06E+06 1,26E+04 2,54E+04 5,95E+04
(nr. of formal concepts)
compression ratio

3,25E-12 1,39E-05 3,16E-01 4,86E-07 7,57E-02
(compressed / original)

Table 1. OLAP space compression, source of datasets: http://fcarepository.com

Remark 1: Not the whole OLAP cube is presented to a user and also not
the whole lattice with values is presented to user. The data are stored using
the different way, but the presentation to user can be the same (e.g. using pivot
tables, pivot charts or other repost).

Remark 2: Not the whole OLAP cube is materialized in a real application.
However a compression ratio is calculated from the whole OLAP cube comparing
to compressed one (e.g. see [13]).

In [13] there were presented another solution how to compress OLAP cube,
thus using a Dwarf Cube. The authors of [13] claim, that a Petabyte 25-dimensional
cube was shrunk this way to a 2.3GB Dwarf Cube. For a detailed description
of Dwarf cube we refer to [13]. Here we only compare our approach using a toy
example from [13]. In Table 2 data for OLAP are shown and in Table 3 a com-
parison of tuples is shown for two OLAP representations (Dwarf and FCA with
measures). In Table 3 we can see, that Dwarf Cube contains more tuples than

Store Customer Product Price

S1 C2 P2 70
S1 C3 P1 40
S2 C1 P1 90
S2 C1 P2 50

Table 2. Data for OLAP

concept lattice. But this is only a toy example. Our hypothesis is, that FCA with
measures contains a minimal possible amount of all non-redundant tuples for the
OLAP cube compression. A formal proof as well as an experimental study will
be part of our future research.



Tuple in the Dwarf Cube Tuple derived from an intent

1 〈S1, C2, P2〉 〈S1, C2, P2〉
2 〈S1, C2, ALL〉
3 〈S1, C3, P1〉 〈S1, C3, P1〉
4 〈S1, C3, ALL〉
5 〈S1, ALL, P1〉
6 〈S1, ALL, P2〉
7 〈S1, ALL,ALL〉 〈S1, ALL,ALL〉
8 〈S2, C1, P1〉 〈S2, C1, P1〉
9 〈S2, C1, P2〉 〈S2, C1, P2〉
10 〈S2, C1, ALL〉 〈S2, C1, ALL〉
11 〈ALL,ALL, P1〉 〈ALL,ALL, P1〉
12 〈ALL,ALL, P2〉 〈ALL,ALL, P2〉
13 〈ALL,ALL,ALL〉 〈ALL,ALL,ALL〉

Table 3. Dwarf Cube vs. FCA with measures

4 Attribute Hierarchy In OLAP And In FCA With

Measures

In the paper [9] we claim, that FCA with measures is a generalization of OLAP
cube. This claim however excludes the case, when a hierarchy of attributes in
OLAP is defined. Attributes in a dimension can be split into smaller parts, e.g. in
the dimension Date we can consider the hierarchy Y ear > Month. In FCA with
measures we can consider the dimension ”Date” and it can be nominally scaled
into attributes Y ear and Month as well. Consider the following Figure 2. When
the original table (i) is scaled (ii) and formal concepts are computed, we get the
concepts with the intent {Jan} and {Feb}. Such intents can generally be used
e.g. for analyzing the seasonality, however using the hierarchy Y ear > Month

such intent is not interesting (in this case it is a total amount of all cars sold
in January regardless of the year). All other formal concepts are reasonable (i.e.
total amount in one year or total amount in one month of the particular year).
There are two possibilities how to deal with such problem. The first approach

Obj. Date

1 Jan, 2011
2 Feb, 2011
3 Jan, 2012
4 Feb, 2012

Obj. 2011 2012 Jan Feb

1 × ×
2 × ×
3 × ×
4 × ×

Obj. 2011 2012 2011 2011 2012 2012
Jan Feb Jan Feb

1 × ×
2 × ×
3 × ×
4 × ×

(i) (ii) (iii)
Original data Nominal scaling Hierarchical scaling

Fig. 2. Hirerarchy of attributes

is just to scale the original data from (i) using a hierarchy (iii). Such scaling
directly enables to avoid undesired formal concepts with intents such as {Jan}
and {Feb} (Note: The undesired formal concept with the intent all attributes

technically remains just to form a lattice).



Another option is to use AD formulas proposed in [11, 12]. An AD formula
over a set Y of attributes is an expression A ⊑ B, where A,B ⊆ Y . A ⊑ B is true
in K ⊆ Y if whenever A∩K 6= ∅, then B∩K 6= ∅. For a given set T of AD formu-
las over Y and a formal context 〈X,Y, I〉 we get the concept lattice constrained
by T , which is denoted by BT (X,Y, I). Such lattice consists of formal concepts
of 〈X,Y, I〉 in which all AD formulas from T are true. For more details we refer
to [11, 12]. In our example we can use AD formula {Jan, Feb} ⊑ {2011, 2012},
which means: whenever we have a month in an intent of a formal concept (here
Jan or Feb), we need also to have a year in intent (here 2011 and 2012). In
other words, a year is hierarchically higher than a month. Constraining the orig-
inal concept lattice by AD formula, undesired formal concepts will be avoided.
A formal concept analysis with measures using AD formula can be seen as a
generalization of OLAP with hierarchies.

In [14] there were presented some types of a hierarchy used in OLAP cube,
but not all types of a hierarchy can be defined using AD formula. In this paper
a preliminary results are presented (all examples of hierarchies are taken from
[14]) :

1. simple hierarchies (represented by a tree)
(a) symmetric hierarchy:

{Department A} ⊒ {Category 1} , {Department A} ⊒ {Category 2},
{Category 1} ⊒ {Product 1}, {Category 1} ⊒ {Product 2}, {Category 2} ⊒
{Product 3}, {Category 2} ⊒ {Product 4}

(b) asymmetric hierarchy:
{bank X} ⊒ {branch 1} , {bank X} ⊒ {branch 2}, {bank X} ⊒
{branch 3}, {branch 1} ⊒ {agency 11}, {branch 1} ⊒ {agency 12},
{branch 3} ⊒ {agency 31}, {branch 3} ⊒ {agency 32}, {agency 11} ⊒
{ATM 111}, {agency 11} ⊒ {ATM 112}

(c) generalized hierarchy:
{area A} ⊒ {branch 1}, {area A} ⊒ {branch 2}, {branch 1} ⊒ {class 1},
{class 1} ⊒ {profession A}, {class 1} ⊒ {profession B} ,{profession B} ⊒
{customer X}, {profession B} ⊒ {customer Y }, {branch 1} ⊒ {sector 1},
{sector 1} ⊒ {type A}, {sector 1} ⊒ {type B}, {type B} ⊒ {customer Z},
{type B} ⊒ {customer K}

2. non-strict hierarchy:
{division A} ⊒ {Section 1, Section 2, Section 3}, {Section 1, Section 2, Section 3} ⊒
{employee X}

This approach we can use also on for attributes which are not organized in di-
mensions by telling which group of independent attributes is more important
than other group. In the example with cars (see the Tables 4 and 5) there
are attributes Air Conditioning (AC), Airbag (AB), Antilock Braking System
(ABS), Tempomat (TMP ), Extra Guarantee (EG) and Automatic Transmis-
sion (AT ).We can say, that {AB,ABS} are more important (because of security)
than {AC, TMP,EG,AT} (which are used just for a higher comfort). AD for-
mula in this case is {AB,ABS} ⊑ {AC, TMP,EG,AT}, which means, that we



will care about values of formal concepts (e.g. the Total Price) only for such
cars, which posses at least one of the security attributes AB or ABS (in the
Table 5 labeled by ∗). ).

1
.
A
C

2
.
A
B

3
.
A
B
S

4
.
T
M

P

5
.
E
G

6
.
A
T

Φ(X) = Price in EUR

Car1 × × 16 000

Car2 × × × 12 000

Car3 × × × × 14 000

Car4 × × × 16 000

Car5 × × 12 000

Car6 × × × 12 000

Car7 × × × 12 000

Car8 × 14 000

Car9 16 000

Car10 × 12 000

Car11 × × 12 000

Car12 × × × × × × 14 000

Car13 × × 16 000

Car14 × × × × × 16 000

Car15 × × 14 000

Car16 × × 12 000

Car17 × × 12 000

Car18 × × × 16 000

Car19 × 16 000

Car20 × × × × 14 000

Ψ(Y ) = Price in EUR 1
0
0
0

5
0
0

8
0
0

6
0
0

2
5
0

1
0
0

Table 4. The formal context of the cars, the additional components, the price of the
car and the price of the component [9]

5 Conclusion

FCA with measures as a new area is just on the beginning. Based on our pre-
liminary research it appears, that FCA with measures can significantly reduce a
space of OLAP cube. FCA with measures can also be used as a generalization of
OLAP even different hierarchy of attributes is included. In the future research
we will focus on the detailed experimental research, where we will compare other
reducing techniques of an OLAP cube space with our approach.
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Abstract. The Edinburgh Mouse Atlas of Gene Expression (EMAGE)
publishes the results of gene expression experiments on the mouse em-
bryo. Whilst this resource uses visual mechanisms to display the result
of a single experiment, it currently provides no technique for the vi-
sual navigation of data. Ideally, a semantic visual navigation mechanism
would exist. Our work focuses on trying to understand the requirements
for such a mechanism. To this end, a prototype solution (based on sun-
burst visualisations) is being built. This paper presents the prototype
and reports on the initial feedback from users.

Keywords: semantic visualisation, gene expression information, big data,
usability

1 Introduction

Due to high throughput experiments and information technology, there are now
many big data resources available for biologists. It is increasingly clear that users
require assistance when navigating and searching this information. One way of
providing support is through appropriate visualisation. Visualisation can be used
to help users explore data or help users interpret information.

While such problems are widespread, this work focuses exclusively on a single
use case. The Edinburgh Mouse Atlas of Gene Expression (EMAGE) [11] pub-
lishes online gene expression information for the developmental mouse. EMAGE
provides a variety of tools to help users search the data; however, it does not
enable users to visually navigate the data. This work aims to address this gap.

Although there are many different technologies and techniques that might
be applicable (see Section 3), this work focuses on the application of sunburst
visualisations. The goal is to develop a prototype application that will inform the
creation of a real world solution. As such, the objective is not to create a powerful
application that perfectly meets the needs of EMAGE’s user community, but
instead to understand the requirements of that group and learn how we may
satisfy those needs in future.

This paper reports on the use case and motivation for this work, outlines
the prototype currently under development and relates the initial feedback from
potential end users.



Section 2 describes the use case in which this work is set, and reviews the
existing visualisations that are employed within the use case. Section 3 considers
related work before Section 4 describes how we chose the visualisation to focus
on. Sunburst visualisations are discussed in Section 5. Subsequently, Section 6
reviews the customisation of Sunburst visualisations for use within the current
use case. Section 7 features a discussion and conclusions are presented in Section
8.

2 EMAGE - a mouse atlas of gene expression

This paper focuses on a biological resource as its use case. That resource, EMAGE
[11], publishes online gene expression information for the developmental mouse.

A gene is a unit of instructions that provides directions for one essential task,
i.e., the creation of a protein. Gene expression information describes whether or
not a gene is expressed (active) in a location. Such information allows biologists
to discover relationships between genes, in particular when genes are active in
the same location.

The gene expression information is obtained by experimenting on a mouse
embryo. Each embryo corresponds to a point in time of the developmental mouse:
the mouse from conception until birth. The time window is split into 26 distinct
periods called Theiler Stages (TS). Each stage has its own anatomy, and corre-
sponding anatomy called EMAP [10]. Moreover, there a number of 3D models
representing different stages of the developmental mouse.

The result of an in-situ hybridization (ISH) experiment is documented as
an image displaying an area of a mouse (from a particular TS) in which some
subsections of the mouse are highly coloured, as depicted in Figure 1(A). Areas
of colour indicate that the gene is expressed in that location. Furthermore, the
image provides some indication of the level (strength) of expression: the more
intense the colour, the stronger the expression. Results are analysed manually
under a microscope. A human expert determines in which tissues the gene is
expressed, and at what level of expression. Strength information is described
using natural language terms such as strong, moderate, weak or present. For
example, the gene bmp4 is strongly expressed in the future brain from TS15.
These statements are so-called textual annotations. Textual annotations repre-
sent the structured version of a subset of the original unstructured data (e.g.,
Figure 1(A)).

Textual annotations capture whatever information the researcher wishes to
present. They may be incomplete (if the researcher is only interested in the heart,
(s)he will not create textual annotations for the brain) or documented at a high
granularity (the textual annotation will report the gene being expressed in the
heart rather than the sub-component in which it is actually found).

In an attempt to provide a more complete and precise set of results, experi-
mental images (e.g. Figure 1(A)) can be mapped onto 3D models of the mouse
creating the spatial annotation depicted in Figure 1(B). These spatial annota-



tions are normally generated by EMAGE, whilst the textual annotations are
produced by the researchers who performed the experiment.

Fig. 1. A sample image of (A) an experimental result, and (B) associated spatial an-
notation, from the EMAGE database.

This work uses the textual annotations.

2.1 Existing EMAGE visualisations

The current range of visualisations employed within EMAGE concentrate on
displaying gene expression information within the context of its location within
the mouse. For example, Figure 1 (B) clearly shows where the gene Oxt2 is
expressed within TS17 (this image is taken from experiment EMAGE:1411). An
alternative representation of the same information can be seen in Figure 2. In
this depiction, the intensity of the colour indicates the level of expression; the
greater the intensity the higher the level of expression, e.g., purple = strong and
pink = moderate.

Both Figures 1 and 2 use the idea of displaying the location of gene expression
on a standardised model of the mouse, with the level of expression indicated
through the use of colour. Moreover, Figures 1 and 2 present the result of a single
experiment (EMAGE:1411) as a spatial annotation. Accordingly, they display
all the gene expression information that was obtained from the experiment. In
contrast, the textual annotations report all the gene expression information that
the researcher wanted to report. Currently, there is no mechanism to visualise
the results of only the textual annotations. Nor is there a mechanism to represent
the results (textual or spatial annotations) of multiple experiments. Instead, a
user must read multiple lists of textual annotations or look at multiple spatial



Fig. 2. An alternative representation of Figure 1 (b) in which the intensity of the colour
is used to represent the level of expression, i.e., purple = strong, pink = moderate and
mauve = weak.

annotation images (e.g. Figure 1(B)). Within this work, we seek to provide a
visualisation tool, that enables the above tasks for the user.

EMAGE does not provide any visualisation to summarise the expression
information across time or between multiple genes. For instance, it is not possible
to see how the expression information for Oxt2 compares to that of the gene
Bmp4. Nor is it possible to see the way in which the location of Bmp4 changes
over time as the mouse develops.

3 Related work

Increasingly data-sets within the life sciences are approaching sizes which are
not manageable by humans and as such usable visualisations are vital in helping
human researchers navigate this data [6].

Accordingly, the life sciences are a very active area for visualisation. For
example Heat Maps have been used to demonstrate Anisotropic Flocking Be-
haviour [1], Hive Plots [8] have been used to visualise gene co-expression and a
variety of Partition Graphs [7] have been used to visualise ancestry.

Phylogenetic trees, e.g. [2], are the visualisations traditionally used to repre-
sent differences between species, and then to analyse those differences statisti-
cally.

Circos [5] was designed for the visualisation of genomic data, in particular the
relationships between different cancer genomes. The CUBIST (Combining and
Uniting Business Intelligence with Semantic Technologies) project uses Circos
style diagrams as one mechanism for the representation of association rules.
Cytoscape [9] takes this a step further, and provides a mechanism to visualise
networks. This can be used to represent any biological network, for example
protein interaction networks [4].



Cytoscape uses Force-directed Graphs to visualise networks. If the network
can be simplified into a tree structure, Sunbust visualisations [13] or Icicle vi-
sualisations can be used instead. An icicle [15] is a sunburst transformed from
polar to cartesian co-ordinates.

4 EMAGE focus group

Resources do not allow for the creation of an application with a wide array of
visualisation techniques. Accordingly, it was decided to focus on a single visual-
isation; however, which one?

This question was answered by the EMAGE focus group: a small number of
EMAGE staff who were assembled to guide this work. In the first meeting the
focus group was presented with a range of different visualisation techniques and
asked which they preferred. Their choice would be the mechanism featured in
the application.

The favourite option was a sunburst visualisation (e.g. Figure 3; the reasons
for this are simple. Firstly, the anatomy is a tree structure therefore a visualisa-
tion technique designed to display tree structures is highly appropriate. Secondly,
unlike force-directed graphs (e.g., Cytoscape) there are no edges within the sun-
burst. This means that there are no crossed edges and no question of how to
best layout the nodes. Similar results have been reported elsewhere, e.g., [13].

5 Sunburst visualisations

Essentially a sunburst (e.g., see Figure 3) takes information organised within a
tree structure, and displays the tree structure in a radial layout. Assuming the
information is organised as a tree, as opposed to a graph, no organisational data
is lost.

The size and position of the blocks within the sunburst are used to indicate
the structure, and organisation, of the data. Data attribute values are presented
by colouring the nodes.

The centre of a sunburst diagram is the root node of the tree, with children
of the root node being the first layer of blocks in the sunburst. Children sit
directly around in the next layer of the sunburst, and so on, until the leaf nodes
are reached at the edge of the diagram.

It is possible to zoom into a node by double clicking it. This causes the parent
node, of the clicked node, to become the central node of the updated sunburst,
and thus gives more prominence to the node of interest by making it larger. To
move up a level, the user should double click on the central node. In this manner,
a user may navigate up and down the internal tree structure.

6 Sunbursts for gene expression

EMAGE uses the EMAP anatomy (and corresponding ontology) to describe the
anatomical space of the mouse embryo. The full anatomy is a DAG (Directed



Fig. 3. A generic sunburst diagram: each block represents a node within a tree. The
order and position of the blocks recreates the structure of the tree.

Acyclic Graph); however, for computational and presentational reasons a sim-
plified tree representation exists too. It is the EMAP tree that features within
our sunburst diagrams. Because the mouse anatomy changes greatly over time,
there is one sunburst for every Theiler Stage (Figure 4 shows the sunburst for
TS23 with the expression profile of Bmp4 ).

Each node in the diagram represents a tissue in the mouse apart from the
root node, which is the mouse itself. The node’s colour is used to present the
level of expression for that node, the colour scheme chosen mimics the original
EMAGE colour scheme (see Figure 1).

When the user moves the mouse over a node, the box in the top right corner
is updated to show the name of the tissue that node represents. Additionally, if
the node contains gene expression information that is displayed.

The top left corner (Figure 4) provides a navigation box, that allows the user
to move from stage to stage. In this way the user can watch the expression profile
change over time. Alternatively, the same effect can be achieved by showing
multiple sunbursts side by side: Figure 5 contains sunbursts for Ssh in stages
TS14, 15 and 23.

Moreover, it is possible to show the expression profile for multiple genes in
the same sunburst providing a visual way to determine which locations the genes
have in common. Figure 6 shows the expression profile for over 50 genes. The
genes are listed in the box in the top left corner. The coloured nodes (in the
sunburst) indicate where at least one of the genes is expressed. If the mouse is
moved over one of the coloured nodes the box in the top right corner is updated
to show the tissue name and the list of genes expressed there (with associated



Fig. 4. Expression profile of Bmp4 in TS23. Top left box allows navigation through
other stages. Box in top right provides details of whichever tissue (node) the mouse is
hovering over.

Fig. 5. Depicting the expression profile of the gene Ssh across time.



strengths). If multiple genes are expressed, at different strengths, in the same
node the highest level of expression is used to colour the node.

Fig. 6. Depicting the combined expression profiles of over 50 genes at TS17. Top left
box lists the genes featured. Top right box shows the tissue the mouse is hovering over,
and lists the genes expressed there (with associated level of expression).

7 Discussion

The basic functionality currently exists as a live system, which has been shown
to the focus group. One aspect that is popular with users is the ability of the
sunburst to visualise the results of multiple experiments within a single diagram.
Currently, it is not possible to do this within EMAGE. One of the main disad-
vantages of this approach is that it only visualises textual annotations, which are
often less precise/complete than spatial annotations. Moreover, it only presents
textual annotations from EMAGE when it could show annotations from com-
plementary resources (e.g., GXD [12]) too.

Whilst initial feedback was broadly positive, testing revealed some flaws with
the controls: it is too difficult to change the gene(s) shown in the sunburst. Once
corrected, the prototype will be shown to the focus group and their feedback
incorporated. When the focus group are happy with the tool a more thorough
evaluation, with a wider set of participants, will take place.

As EMAGE is one of the three CUBIST use cases it is worthwhile comparing
this prototype with the CUBIST dashboard (i.e., CUBIX [3]), which also uses
sunbursts. Within our work, the sunburst is used to visualise the mouse anatomy
and colour indicates where a gene is expressed. In contrast, CUBIX uses sun-
bursts to visualise the results of Formal Concept Analysis (e.g., [14]). Rather
than tissues, the nodes of the CUBIX sunburst are “concepts” and thus repre-
sent a collection of entities, for example, tissues, genes and/or Theiler Stages.



Clearly, this is early work. There is much to be considered and reviewed.
For example, currently our approach to handle time (change in Theiler Stage)
is to display multiple sunbursts (one for each stage), it seems impossible to do
anything else. Sunburst visualisations are based on a tree structure (in this case
the tree represents the anatomy at a single Theiler Stage). Whilst it would be
possible to merge multiple trees by adding a new root node, this would likely
lead to a diagram too complex for real world use. However, if the requirement for
a sunburst is removed, it may be possible to display all the relevant information
in a single diagram by switching away from a tree-based representation.

Sunburst visualisations are ideal for presenting tree structures; however, if the
structure is a graph they lose information. Whilst the EMAP mouse anatomy
is a directed acyclic graph (DAG) it has a simplified tree representation too.
Therefore it is easy to represent the mouse anatomy as a tree, and thus sun-
burst. Yet, in doing so information is lost. There are many different ways of
organising the mouse anatomy contained within the DAG; the “correct” way
depends entirely on context. In our approach only one organisation is presented.
Although this representation is the most commonly used it is not always ideal.
The solution may be to offer a series of different trees/sunbursts, one for each
different organisation.

Despite all the obvious problems with the sunburst, it has one attribute
that is vital for this application: it is easy to understand. There is no point in
creating a presentation mechanism that captures all the data and relationships
if the EMAGE community find it too complex to use. A balance must be struck
between presenting as much information as possible and providing a tool that
users are comfortable with. Understanding where this balance lies is one of the
key tasks of the current prototype.

8 Conclusion

During this paper we have presented a discussion of the ways in which sunburst
visualisations can be used to present meaningful depictions of gene expression
profiles. These profiles show where a gene is active, and how active that gene is.
Sunburst visualisations enable a summary of the profiles to be displayed, and
can present changes in the profile over time or an aggregation of multiple gene
profiles. The latter is a powerful tool that enables a biologist to quickly determine
what genes have in common; something that cannot be achieved with existing
visualisation mechanisms in our use case. By allowing the gene and Theiler Stage
to be changed, the sunbursts allow a user to visually browse the gene expression
information, another feature that is currently missing from the use case.

The visualisations are being developed in partnership with biological experts
from the EMAGE database of mouse gene expression. An EMAGE focus group
enables us to appropriately target and test our work. Once complete, we aim
to undertake a summative evaluation in order to accrue knowledge that may be
applied to the development of a real world tool.
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An Implementation for Fault Tolerance

and Experimental Results

Frithjof Dau, SAP AG

Abstract. Even for small or medium sized contexts, the corresponding concept

lattice soon becomes too large to be nicely displayed and understood, which

renders a naive application of FCA for visual analytics challenging. Concept

lattices depict all information of the underlying formal context. In certain set-

tings, one can consider the context to be noisy or incomplete, and moderate and

meaningful changes of the context such that the corresponding lattices signifi-

cantly shrink in size and complexity are in those settings permissible. In this

paper, such an approach is taken. The formal definitions for the approach are

given, and using an implementation, several examples are provided which show

the usefulness of the approach.

1 Introduction

CUBIST1 is an EU funded research project with an approach that leverages BI to a

new level of precise, meaningful and user-friendly analytics of data by following a

best-of-breed approach that combines essential features of Semantic Technologies,

Business Intelligence and FCA-based Visual Analytics. A main goal of CUBIST is

the provision of novel Visual Analytics based on meaningful diagrammatic represen-

tations. The Visual Analytics part of CUBIST is complementing traditional BI-means

by utilizing Formal Concept Analysis (FCA) for analyzing the data in a triple store:

whereas traditional BI focuses on the visualization and analysis of numerical, quanti-

tative data  (“show me the  numbers”).  FCA is  a  well-known theory  of  data  analysis

which allows objects to be conceptually clustered with respect to a given set of attrib-

utes and then visualize the (lattice-ordered) set of clusters, e.g. by means of Hasse-

diagrams, thus is best suited for visualization and analysis of structural dependencies

in the data.
The starting point of FCA is a so-called formal context (O,A,I) consisting of a set O of

formal objects, a set A of formal attributes, and an incidence-relation M  O  ×  A

between the formal objects and attributes. The corresponding concept lattice preserves

all the information of the formal context, and it might grow exponential in size com-

pared to O and A (one might have 2
max{|O|,|A|} many formal concepts). Hence even for

data sets of moderate size, the corresponding lattices become very soon too complex

to be visualized and thus incomprehensible. This is a well-known problem of FCA

and has already been addressed with different approaches. Iceberg-lattices, introduced
by Gerd Stumme, show only the topmost part of a concept lattice, thus reducing the

1 www.cubist-project.eu



number of concepts shown to the user [8,9]. It is not only the number of concepts

which often render the visualization of lattices complicated: Even with good layout

algorithms, the Hasse-diagram of a lattice often contains a significant number of

crossing  edges,  which  is  the  main  problem for  the  visual  comprehension  of  graphs.

Cassio Melo et al. present in [4,5] different metrics which allow for each node in a

concept lattice to choose a uniquely given upper neighbor. By doing so, one can trans-

form a lattice into a tree (with loss of information), which in turn can be better dis-

played compared to lattices. Finally, Boulicaut et al consider in [2,7] “noisy” formal
contexts and directly change the incidence relation I in order to reduce the number of

formal concepts. For CUBIST, in line with the approach of Boulicaut et al, Simon

Andrews has provided in [1] an example with real-data of one the CUBIST use cases

which clearly shows the advantage of this approach.

In this paper, we follow up the notion of considering contexts to be noisy and to ex-

tend the incidence relation in order to simplify the derived concept lattices. In the next

section, we provide the mathematical definition on how we change the incidence rela-

tion. As described in the following section, this approach has been implemented into a

small FCA-tool in order to show its effectiveness. A thorough, though artificial ex-

ample is given in the next section, before we turn to examples based on real data out

of the CUBIST project.

The authors want to stress that apart from providing the mathematical definitions,

this paper focuses on the implementation and the experimental results. A thorough

mathematical investigation is out of scope of this paper and will we provided in a

different paper which is currently in preparation.

2 Formal Definition

Let a formal context (O,A,I) be given. Our basic idea is to understand the context to

be noisy or incomplete, and we are aiming at adding crosses to I such that the derived

lattice becomes smaller (hence, easier to read and understand). For an object o O

and an attribute a A, our starting point is the well-known equation

oIa o
II

 a
I

a
II

o
I

o
I

a                       (1)

That is, we do not have oIa if some objects and/or some attributes violate (1). We

define the sets of those objects and attributes as follows:

DiffObj(o,a) := { x  O |  x  o
II and  x  a

I }  and

DiffAtt(o,a) :=  { y  A | y a
II   and y  o

I }

The straight-forward approach taken in this paper, is, roughly speaking, as follows:

the bigger DiffObj(o,a) or DiffAtt(o,a),  the  less  we like  to  add an  additional  cross  be-

tween o and a. In order to do so, it is possible to take only DiffObj(o,a) into account

(this approach is reasonable in contexts having a small amount of attributes, but a

large amount of objects, which is standard in traditional BI settings), or only Dif-

fAtt(o,a), or both. Moreover, we can either relate DiffObj(o,a) and DiffAtt(o,a) to the



overall sets of objects and attributes, i.e. taking a global approach, or relate them only

to the concepts generated by o and a, i.e. taking a local approach.  This gives rise to

six different ways to measure “an approximate incidence measure” between o and a

as follows:

GObj(o,a) := 1-( |DiffObj(o,a)/|O| )

GAtt(o,a) := 1-(  |DiffAtt(o,a)|/|A| )

GObj,Att(o,a) := 1-1/2 ( |DiffObj(o,a)|/|O|   + |DiffAtt(o,a)|/|A| )

LObj(o,a) := 1-( |DiffObj(o,a)|/| oII | )

LAtt(o,a) := 1-(  |DiffAtt(o,a)|/| a II | )

LObj,Att(o,a) := 1-1/2 ( |DiffObj(o,a)|/| oII |  +  |DiffAtt(o,a)|/ | a
II| )

Fig 1: Six approaches to measure the incidence between objects and attributes

For any of these incidence measures S  { GObj , GAtt , GObj,Att , LObj , LAtt , LObj,Att }

we obviously have for all o,a:

0  S(o,a)  1 and   S(o,a) =  1  oIa             (2)

So, for a given threshold t with 0  t  1 we can naturally set

JS,t :=  { (o,a) |  S(o,a)  t }                                 (3)

Due to (2), we obviously have s  t JS,t  JS,s    and JS,1 =  I

.Finally, the local measure for objects corresponds to the confidence of the accord-

ing association rule, which is a nice rationale for that measure:

( )
{ } |

| |
= 1

{ } |

| |
= 1

( )

| |
= ( )

We will now exemplify (3) for S := GObj (and LObj(o,a). which is for this example

the same relation) with the following simple context:

Please note the following:

For o10, we have o10
I

 a3 and o10
I

 a1 , but not o10
I

 a2 . This implication is

violated by exactly one object, namely o10 itself. If we consider a threshold of

0.9 (that is, as we have 10 objects in total, we set a cross between o and a iff

the condition o
I

 a is violated by at most one object), then we should add a

cross between o10 and a2. Note that the high amount of objects which have a1

as attribute (i.e. o3 - o9) is not relevant.

For o1, we have o1
I

 a3 and o1
I

 a2 , but not o1
I

 a1 . This implication is

violated by exactly two objects, namely o1 itself,  and o2.  If  we  consider  a



threshold of 0.8 (that is, now we set a cross between o and a iff the condition

o
I

 a is violated by two or less objects), then we should add a cross between

o1 and a1

A similar consideration applies of course to o2 .

The approximate incidence measure S:= GObj and the concept lattices for the inci-

dence relations I=JS,1 , JS,0.9 and JS,0.8 is depicted in the next figure.

S := GObj Threshold 1 Threshold 0.9 Threshold 0.8

Fig 2: A simple example for GOBJ

Generally, adding crosses to an incidence relation can decrease or increase the

number of formal concepts, and one can hardly make statements on how the concept

lattices change. For the herein defined extensions of the incidence relations, the situa-

tion is different. We start with a simple result which does not generally apply to ex-

tensions of incidence relations.

Lemma: Let (O,A,I) be a formal context, let S  { GObj , GAtt , GObj,Att , LObj , LAtt ,

LObj,Att } be an approximate incidence measure, let t with 0  t  1 be a threshold, and

let J:=  JS,t . Then, for all o1,o2  O; we have o1
I

o2
I

o1
J

 o2
J . Similarly, for all

a1,a2  A we have a1
I

a2
I

a1
J

 a2
J .

Proof: We only  show the  lemma for  objects  (i.e.  the  first  implication),  the  proof

for attributes is done analogously.

Let a A be an attribute . As we have o1
I

o2
I and hence o2

II
o1

II , we obtain Dif-

fObj(o2,a)  DiffObj(o1,a) and DiffAtt(o2,a)  DiffAtt(o1,a); thus S(o1,a)  S(o2,a)  . Par-

ticularly, we get o1 J a   S(o1,a)  t  =>   S(o2,a)  t   o2Ja. Q.e.d.

As stated in the introduction, a thorough investigation of the approximate incidence

relations will be the subject of a different paper. Here we only provide a remark that

even though we can prove statements about the relationship between I and JS,t which

do not hold for I and any extension J  I , the dependencies between I and JS,t have to

be investigated further. For example, the author conjectured that we have P
J
 =  P

IIJ for

all sets of objects P  O, but the context in Fig 3, together with the approximate inci-

dence measure GObj(o,a),  shows that  this  equation  does  not  generally  hold.  To see

this, consider a threshold t=0.8, P:={o0,o1,o2}: we then have P
IIJ

=  {o1, o2, o3, o4 } and

P
J
= {o1, o2, o3, o4, o6, o7, o8 }



Fig 3: Counterexample for P
J
 = P

IIJ

3 Implementation

We have extended the tool presented in [3] in order to implement the approach pre-

sented in this paper. The tool, initially developed to transform SPARQL-queries into

formal contexts, can now load formal contexts (independently from SPARQL) and

transform them according to (3). A partial screenshot is provided below.

Fig 4: screenshot of a tool which implements approximate incidence relations

The tool allows to load a formal context (as a Burmeister file) and computes all six

approximate incidence measures. Either the original context or one of the measures

can be selected for display, as the next screenshot shows.

Fig 5: The different metrics as the appear in the tool

The slider allows to adjust the threshold t .  A cell for an object o and an attribute a

is marked grey iff S(o,a)  1 (where S stands for the selected measure). One can now

either store only the single derived context with the incidence relation JS,t , or a set of

derived contexts, where all thresholds 0.9, 0.91, …, 0.99 (these thresholds are manu-

ally chosen and so far hardcoded) and all six measures are used (thus, 60 Burmeister

files are stored).



4 An thorough, artificial example

In this section, we exemplify all measures and different thresholds with an artificial

example. Let us consider the following formal context and its concept lattice:

Fig 6: Example context and lattice for approximate incidence relations

For this context, we obtain the following values for the six different measures:
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Fig 7: All six approximate incidence measures for the example

For the thresholds 0.9 (upper half of table) and 0.8 (lower half of table), the next

figure provides for each measure S the corresponding concept lattice.
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Fig 8: Concept lattices for thresholds 0.8 and 0.9 and all six measures



5 Heriot-Watt University Example

The example of this section is based on the Heriot-Watt University use case in the

research project CUBIST, in particular, it is built upon a real data set, namely -

embryo gene expression data. Gene expression information describes whether or not a

gene is expressed (active) in a location. There is a fixed set of levels of expressive-

ness: A gene can in some location be detected, or more one can more precisely state

that it is weakly, moderate or strongly detected. Moreover, it can be stated that a gene

is not detected, that it is possible for the gene to be expressed, or that it is not exam-

ined. Based on public available data, we have generated a context where the objects

are (names of) mouse genes (we have a total of 6613 formal objects in the context),

the attributes are the seven different levels of expressiveness, and a cross is set be-

tween a gene and a level if that gene is detected in some location with that level of

expressiveness. The resulting lattice, having 81 formal concepts, is depicted below.

Fig 9: Genes and Levels of Expressiveness without approximation

The lattice clearly shows a well-known challenge for FCA. Most of possible com-

binations of attributes are indeed instantiated objects in the context, often by few only,

(the clarified context still contains 77 objects), which leads to an explosion of the

number of concepts. Amongst the concepts, we have some formal concepts with large

number of objects, but most concepts are rather small and render the lattice clutterd

and hard to read. As we have many objects and only few attributes, it  is sensitive to

apply the global object-based measurement GObj  to the context. With a (quite high)

threshold of 97 already, the concept lattice is reduced significantly, as shown in Fig

10.



Fig 10: Genes and Levels of Expressiveness with approximation, threshold 0.97

6 Summary and next steps

In this paper, we have introduced a fault tolerance approach for FCA and shown

promising experimental results.

Of course, first of all, this approach has to be thoroughly investigated from a for-

mal point of view. It  has to be proven that for each approximate incidence measure,

the number of formal concepts decreases when the threshold is decreased. More spe-

cifically, it has to be investigated how for a given measure and two thresholds t1  t2

how the concept lattice for t1 can be mapped onto the concept lattice for t2 . It has to be

scrutinized how the different measures relate to each other. And it has to be investi-

gated how the approach taken in this paper relates to other research, most importantly

the work of Boulicaut et al.

From a conceptual point of view, it has to be worked out on how derived concept

lattices are to be understood, particularly how the relationship of derived lattices and

association rules of the orgin lattice is.

Next, from an implementational point of view, we have to elaborate on the algo-

rithm which computes the measures, i.e. scrutinizing its complexity and possibly im-

proving its performance (this is e.g. important for big data sets and real-time applica-

tions).

Finally, from an user interface point of view, it would be desirable to have a lattice

visualization with a slider to adjust the threshold for a given measure such that adjust-

ing the threshold with the slider leads to animated transitions between the derived

lattices. Here the mappings which have been mentioned in the section about the for-

mal investigations are likely to be helpful, and further mathematical investigations

might be needed.

In the long run, assuming that the steps mentioned above have been undertaken,

the approach taken in this paper is envisioned to bring FCA closer to business intelli-

gence applications and visual analytics, where one needs easy-to-understand and in-



teractive visualizations for large amounts of data, and where a certain and controlled

loss of information for the sake of simplified diagrams is permissible.
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Abstract. This paper explores further the claim that the Transaction-Oriented 

Architecture (TOA) based on the principles of Resources, Events, Agents 

(REA) can enhance Enterprise Resource Planning (ERP) systems by providing 

a principled theoretical basis that can underpin ERP business process 

implementations.  We provide details of some of our initial findings of the 

REA/TOA analysis which we carried out on the SAP Human Capital 

Management (HCM) module. Given that SAP is recognized as the dominant 

ERP system with over 50% of the market share, this technology is viewed as 

the representative case study technology for exploring the theory of REA in 

actual ERP systems. In particular O’Leary’s and Dunn et al.’s works are 

expanded upon, substantiating O’Leary’s findings that SAP was found to be 

consistent with REA in its database, semantic and structure orientations. Using 

SAP’s HCM module as the exemplar, two notable discoveries are made. These 

are namely (i) identifying that several anomalies exist in the underlying data 

model, and (ii) that there are many more REA entities than previously 

discovered by Dunn et al. Through the SAP HCM exemplar it is shown that 

REA adds value to modelling business processes in ERP systems. 

Keywords: SAP A.G., ERP, Design Patterns, REA, HCM, TOA (Transaction-

Oriented Architecture), Semantics, Ontology, Combining and Unifying 

Business Intelligence with Semantic Technologies (CUBIST) 

1 Introduction 

In this paper we explore the claim that TOA can be used following the principles of 

REA to enhance business process modelling in ERP systems, by providing a tool that 

can be used to increase the system design and understanding of the business process 

implementation and the underlying data model.   

mailto:richard.l.fallon@student.shu.ac.uk


Fundamental to REA/TOA is the concept of a design pattern, since REA is defined 

in terms of an object design pattern. A design pattern is a recognized, named solution 

to a common design problem [1]. Catalogs of design patterns have been produced by 

the Gang of 4 as the solution to commonly found object oriented software design 

problems [2]. The concept of the Transaction Model (TM) was introduced to provide 

a method of encapsulating the REA model using CG concepts and thus allowing for 

the capture of organizational transactions by providing abstract constructs [3].  TOA 

offers the possibility of providing the tools (TM, TrAM, MAS) and concepts required 

to model the structure and transactions of an organization and provide purpose and 

direction to Service-Oriented Architecture (SOA) [4]. 

There are many vendors of ERP software, the top five vendors are SAP, 

Peoplesoft, Oracle, J.D. Edwards, and Baan. SAP is recognized as the dominant ERP 

system with over 50% of the market share [5]. Due to the clear commercial 

importance of the SAP solution, it was considered a logical step to use this 

implementation as an exemplar for ERP systems. 

We provide evidence that shows how REA can be successfully used for modelling 

SAP business processes (in SAP HCM) and how SAP can be considered in part as 

complying with REA theories.  However, the results of the research also indicate that 

through non-compliance with the REA ontology, how data is lost or stored again 

(repeated) within the SAP database. Confirming one of McCarthy’s [6] original 

theories that led to the REA ontology, since he identified that using conventional data 

storage techniques (such as double entry), would lead to inconsistency of data , 

information gaps and overlaps in data or data spread. 

This paper proceeds as follows. Section 2 contains the core of this paper, by 

making an REA analysis on one (SAP) business domain, SAP HCM and one business 

process within this domain, labor (labour) requisition. Section 3 provides a final 

summary and outlook. 

2 REA analysis of SAP HCM 

2.1 HR business process 

The HR business process is defined by Dunn et al. [7] as encompassing all that is 

required to acquire and then pay for employee labor. The HR business process is 

commonly separated into two separate sub-processes, where one sub-process; (i) 

personnel is responsible for hiring, training, evaluating and terminating employees 

and the other sub-process; (ii) payroll is responsible for the time management and 

subsequent payment of the employee’s services [7].  

2.2 REA Enterprise Value System 

In the REA Enterprise Value System the HR business process is defined as the point 

of contact between the enterprise and its employees [7].  In this sense the employees 

are seen as external suppliers (external agents) or business partners providing labor to 



 

the organization in return for cash.  The HR business process in the Enterprise Value 

System is identified in Fig. 1 below.  
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Fig. 1. Payroll Human Resource Process in the Enterprise Value System [7] 

Within the HR business process Dunn et al. [7] identify two key forms of resources 

that of human capital, the labor provided by the employees and the cash paid by the 

organization to the employee in return for the labor which was provided. 

In REA terms the HR business process is identified (Fig. 2) as a special case of the 

acquisition/payment cycle, consisting of four key business events; labor requisition, 

labor schedule, labor acquisition and cash disbursement [7].  
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Fig. 2. Payroll Cycle Extended REA Ontology Database Design Pattern [7] 



The ideas from Dunn et al. [7] and their initial REA diagram (Fig. 2) were used as 

a basis, from which this paper provides a more detailed investigation into the labor 

requisition business event which is shaded in grey in Fig. 2. These investigations have 

shown how it is however possible to provide further detail (than that provided by 

Dunn et al. [7]) of the labor requisition event and subsequently identify new REA 

entities. 

2.3 SAP Human Capital Management (HCM) 

The HR module is identified within SAP as Human Capital Management (HCM).  

SAP HCM consists of three separate sub modules which are identified as Talent 

Management, Workforce Deployment and Workforce Process Management.  These 

three HCM sub-modules are then surrounded by; Workforce Planning and Analytics 

as detailed below in Fig. 3. 
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Fig. 3. SAP ERP Human Capital Management (HCM) [8] 

2.4 Labor Requisition 

The labor requisition event is defined by Dunn et al. [7] as the identification of a need 

for labor. Supervisors are usually responsible for determining this need through 

monitoring either one or all of enterprise growth (or the lack of), production plans, 

sales forecasts, employee turnover and other indications of labor requirements. 

The labor requisition event can be aligned with the recruiting process within Talent 

Management in SAP HCM.  Through our REA analysis of SAP HCM we have gone a 

step further than Dunn et al. [7] and identified four further (sub) events within the 

main labor requisition event, these four (sub) events are; requisition, advertisement, 



 

application and hire (detailed in Fig. 4 below).  For each independent box (Resource, 

Event and Agent) the corresponding SAP table has been identified and is shown in 

brackets.  The Resources, Events and relationships which are shaded in grey have 

been found to be non-REA compliant and will be discussed below, together with the 

other REA entities which were identified. 
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Fig. 4. Labor Requisition 

REA entities.  

Dunn et al. [7] state that in a valid REA design, each Resource, Event or Agent entity 

can be found stored within a separate database table. Using this criteria we have 

produced the results detailed in the Tab. 1-5 which show that we have; (i) identified 

many more REA entities than those defined by Dunn et al. [7], together with 

numerous relationships, (ii) that the tables for all the entities (except for cash resource 

and hire event) could be adequately accounted for within the (SAP) REA data model. 

The new entities discovered are detailed below; 

(sub) Events.  

Events are defined as ‘a class of phenomena which reflect changes in scarce means 
[economic resources] resulting from production, exchange, consumption, and 



distribution’, Yu and Yu quoted by McCarthy [6], the following REA (sub) events 

were identified as detailed in Tab. 1 below. 

Table 1.     Labor Requisition Events 

E
v
en

t 

D
es

cr
ip

ti
o

n
 

R
E

A
 c

o
m

p
li

a
n

t 

C
o

m
m

en
ts

 

Recruitment Request 
a request from within the 

organization for new 

personnel 

yes  

Advertisement 
placing of an 

advertisement for a new 

position 

no Value of PCOST stored only in this table 

and not in a cash resource table 

Application 
the receipt of an 

application from an 

applicant 

yes  

Hire 
the point at which an 

applicant becomes a new 

employee 

no No separate table for this event, data 

transferred instead from application 

directly to employee 

Resources.  

McCarthy [6] originally defined a resource as equivalent to an asset in accounting 

terms and subsequently a resource was further defined by Dunn et al. [7] as something 

with or without substance that are provided or used (consumed) during an 

organizations business activities thus the following resources were identified in the 

labor requisition event as detailed below in Tab. 2. 
  



 

Table 2.   Labor Requisition Resources 

Resource 
REA compliant Comments 

Cash 
no No table found for this resource 

Recruitment Instrument 
yes  

Vacancy 
yes  

Position/labor type 
yes  

Applications 
yes  

Agents.  

McCarthy [6] defined agents as persons or agencies that participate in economic 

events or are responsible for subordinates that participate in these events. The 

following agents were identified in the labor requisition event as detailed below in 

Tab. 3. 

Table 3.   Labor Requisition Agents 

Agent 
REA compliant Internal/External Comments 

Cost centre 
Yes Internal  

Manager/decision maker  
Yes Internal  

Personnel organiser  
Yes Internal  

Applicant  
Yes External  

 

Relationships.  

The following relationships were identified in the labor requisition event as detailed 

below in Tab. 4. The table details each relationship together with the corresponding 

Resource/Event/Agent which the relationships connect. 

Table 4.    Labor Requisition Relationships 
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Participation1 
yes  Recruitment 

Request 

Cost centre  



Participation2 
yes  Recruitment 

Request 

Manager/decision 

maker 

 

Participation3 
yes  Recruitment 

Request 

Personnel organiser  

Participation4 
no  Advertisement Personnel organiser No entry for personnel 

organizer found in the 

advertisement table 

Participation5 
yes  Application Personnel organiser  

Participation6 
yes  Application Applicant  

Participation7 
yes  Hire Personnel organiser  

Participation8 
yes  Hire Manager/decision 

maker 

 

Participation9 
no  Vacancy Personnel organiser Agent found in the 

resource table NOT in 

the event table 

Participation10 
no  Vacancy Manager/decision 

maker 

Agent found in the 

resource table NOT in 

the event table 

Stock-flow1 
no out Cash Advertisement Cash resource not 

defined correctly 

Stock-flow2 
yes in Recruitment 

Instrument 

Advertisement  

Stock-flow3 
yes in Applications Application  

Stock-flow4 
no in Position/labor 

type 

Hire Hire not defined 

correctly, 

Historical data will be 

lost 

Responsibility 
yes  Cost centre Manager/decision 

maker 

 

Reserves 
yes  Vacancy Position/Labor type  

Hire Event .  

Duality.  

A known problem was encountered when modelling the hire event with respect to the 

duality relationship, since the REA ontology fails to explicitly specify whether the 

duality relationship should be seen as a property of the type level (relevant for the 



 

modelling phase) or of the instance level (of a running system) [9]. Since if the 

‘conceptual modelling support’ function was to be used which states that, when 

duality is used as the criterion of a valid model then; ‘all types of a valid model must 

be coupled in duality relationships with other events’ [9].   In the case of the Hire 

Event we have interpreted this duality relationship as belonging to the instance level 

of a running system, which means that there is no way to identify which named event 

type this particular  hire event should be paired with.  There was no evidence found 

within the SAP system of any event type which could correspond with the duality 

properties of the hire event.  As observed by Borch and Stefansen [9] both 

possibilities are acceptable and they suggest that ‘it is possible for the user of the 
ontology to make his or her own interpretation’.  Our interpretation of this event, that 

it is belonging to the instance level, corresponds with the fact that the REA model was 

defined given the SAP implementation and not that the implementation followed an 

REA design. 

Data storage.  

As previously stated Dunn et al. [7] assert that in a valid REA design, each Resource, 

Event or Agent entity can be found stored within a separate database table. However 

within SAP HCM the hire event is not stored within a unique table, instead when this 

event (an applicant is hired) occurs the information about the applicant is moved from 

the applicant table directly to the employee table. Thus data is lost at this point since it 

is not possible to trace back directly to historical details of the event. There are of 

course practical implications which must be to be taken into account when a system is 

implemented, such as the necessary storage requirements when each and every event 

is stored.  O'Leary [10] identifies this same issue and states that ‘an events accounting 
system is a theoretical ideal which realistically would never be implemented’.  He 
then draws the same conclusion that unless storage became costless and abstracting 

detail was ‘painless’, there would never be full event histories.  The assumption can 
therefore be made that the designers at SAP made the decision to reduce data storage 

requirements by storing this event and the relevant data in this way. 

Cash Resource.  

For the business process labor requisition, the storage of cash resource does not 

follow REA principles, since the value of placing an advert (a cash resource) is stored 

within the Advertisement Event in the SAP table T750B in the column PCOST.  

However, this value does not find duality within the system, since it does not at any 

point within the business processing get transferred to a Cash Resource table or 

subsequently to a general ledger (resource) table.  The value PCOST is used later by 

a SAP reporting process to determine how many applicants are received through a 

specific advert and thus determine a cost per advert per application.  But at no point is 

the value PCOST booked against any cash accounts.  There is no stock-flow in, in 

terms of an advert that has been placed, but no stock-flow out in terms of a cash 

resource, the payment for the advert which has been placed. Therefore in the 

processing of labor requisition, the SAP system does not conform with REA theory, 

which leads to information been lost or repeated (at a later date) in the database.  It is 



our assumption that this value (PCOST – cost of advertising) must at a later date be 

deducted from the general accounts ledger, however no evidence could be found to 

confirm this assumption. 

Vacancy Resource.  

The vacancy resource is stored within the SAP table T750X.  The table contains 

foreign keys to the HR personnel organizer (participation9) responsible for this 

vacancy and the line manager (participation10) to which this vacancy has been 

assigned.  The table also contains a foreign key (reserves relationship) to the 

position/labor type table that provides details of the position which is vacant. The 

structure of this table does not conform directly with REA theory, since the agents 

(involved in the event) should not be assigned directly to a resource (table) but should 

in fact be assigned to the event taking place [7]. 

Relationship participation4.  

The advertisement (event) table does not contain the details of the personnel organizer 

responsible for this advert, shown in Fig. 4. Labor Requisition as relationship 

participation4.  This does not conform to REA theory, which states that each agent 

which participates or is responsible for an economic event should be identified. 

2.5 REA compliance 

From the REA entities identified in SAP HCM and detailed in Tab. 1, we have 

produced the following table Tab. 5, which shows what percentage of the REA 

entities identified can be defined as been REA compliant. 

Table 5.   REA compliance 

Entity 
Number found REA compliant Compliance  

Resources 
5 4 80% 

Events 
4 2 50% 

Agents 
4 4 100% 

Relationships 
15 11 73% 

3 Summary and Outlook 

When examining the results as detailed in Tab. 1-4 and more specifically at the REA 

compliance of each of the entities discovered Tab. 5, we can concur with the results of 

O'Leary  [10], in that we have underpinned how SAP’s business processes (in SAP 



 

HCM) can be effectively modeled using REA techniques.  However we go further in 

two significant areas; 

The results have shown (in detail) how REA can be used for modelling a business 

process; Human Resources. The detailed evidence shows one database table (-and 

several smaller anomalies) where SAP is not REA compliant, and resulting from this 

non-compliance, also shown how data is lost or repeated in the SAP database. 

We have also confirmed a further statement from O'Leary [10] that ‘SAP was 
found to be consistent with REA in its database, semantic, and structure orientations. 

However, there were some implementation compromises in the structuring and 

semantic orientation of the SAP data model’.  
With regards to modelling business processes such as HR, O'Leary [10] makes the 

statement; 

‘For many real-world settings, REA is underspecified. For example, if we want to 

know how a human-resources process works, REA provides no direct insights. 

However, given a human resources model or system, we can map it to REA to try to 

understand it better or we can build a system using REA as a guide to the underlying 

data model, etc.’  
This statement is reiterated by Geerts and McCarthy [11], however in section 2 we 

have shown how a business process in SAP HCM can in fact be adequately modeled 

using REA techniques and thus be subsequently represented in REA templates.  

It is unlikely that SAP was implemented following a generic template model, since 

SAP has been implemented over a successive period of development over many years 

and thus is likely to contain many artifacts from the past such as the classical general 

ledger system of accounting.  Moreover SAP was clearly not originally implemented 

following an REA paradigm [10], so it also clear that the differences between REA 

and SAP can be interpreted as modelling compromises from an REA perspective. The 

same conclusion is made by Hessellund [12], who then suggests that this difference in 

interpretation will provide (a positive) feedback to the ontology development process 

and (can) be used as inspiration for further extensions of the core ontology. 

The REA designs detailed by Dunn et al. [7] were a useful starting point, from 

which we have shown how REA can be used as a useful tool that can be used to 

increase the system design and understanding of the business process implementation. 

Through using REA analysis we have shown how our theoretical REA designs can be 

mapped directly to a real world (SAP) implementation.   

A recognized limitation to REA modelling was encountered when analyzing SAP 

HCM, in that the REA model identifies only a structural view of the system, with the 

result that all behavioral aspects of the model must then be identified and documented 

using techniques such as data-flow diagrams [13]. The recognized solution to this 

problem is the use of unified modelling language (UML) for object-oriented 

modelling, previously identified by Booch et al. [14].  This again emphasizes the need 

noted by others [10, 13]  for further research that will lead to a set of tools and 

procedures which will allow REA designs to be used for the entire development life 

cycle. 

The data identifying the REA compliance of the REA entities discovered Tab. 5, 

would appear to indicate that in the critical area of defining event entities, SAP has 



the most problems with REA compliance.  Through this non-compliance with the 

REA ontology, we have shown how data is lost or stored again (repeated) within the 

SAP database.  This confirms McCarthy’s [6] original theory which led to REA, since 

he identified that using conventional data storage techniques (such as double entry), it 

would lead to inconsistency of data, information gaps and overlaps in data  or data 

spread.  

We have corroborated the findings exactly as foreseen by [10], namely that in two 

significant areas i.e. (i) SAP could benefit from an REA approach to business process 

engineering, since this would avoid data loss, and (ii) REA could benefit from an 

analysis of a real ERP system. Notably in this respect we have identified many more 

entities than those defined by Dunn et al. [7]. 
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Abstract. This paper explains how to evaluate and analyse inconsistent Re-

source Description Framework (RDF) data by using EMAGE semantic (RDF) 

dataset as its use case.  The author exploits the sub graph matching powers and 

mathematical functions of SPARQL query in evaluating inconsistent RDF data 

in a semantic dataset. He also proposes a mathematical method for calculating 

the amount of inconsistency in RDF data through a graph search approach. Fi-

nally, He analyzed the evaluated inconsistent RDF data.  

Keywords: Triples, RDF data, Inconsistent data, Ontology, SPARQL queries 

1  Introduction 

EMAGE is a database of in situ gene expression data in the mouse embryo and an 

accompanying suite of tools to search and analyze the data 

(http://www.emouseatlas.org/emage/). EMAGE publishes in situ gene expression data 

for the developmental mouse. Its data is collected through a scrutinized process which 

involves assessing and tabulating of Biologist‟s experimental reports. These data in-

clude reports on gene expressions in mouse experiments which are reported elsewhere 

[11], the gene expression database (GXD), and laboratory reports among others. The 

Biologist‟s experimental report determines the strength of the expressed gene in a 

tissue of a mouse at a particular Theiler Stage. The Theiler stages correspond to a 28 

days period associated with the developing mouse denoted by TS01 to TS28. More 

information about EMAGE datasets and mouse experiments can be found at the 

Edinburgh Mouse Atlas Project (EMAP) website [10, 12].   

       EMAGE‟s dataset can serve as a platform for Biologists to find solutions to the 

causes of abnormalities in organisms. Biologists can suggest answers to the cause of 

abnormalities in organisms through comparing the data indicating the strength of 

expressed gene in a healthy organism with that of unhealthy organism [9]. Neverthe-



less, data from some of the experiments which provide Biologists with this needed 

information can sometimes be inconsistent and these inconsistencies could be as a 

result of experimental error or simply a slight variation in experimental conditions [8]. 

Also, the accuracy of a dataset with inconsistent information can be increased through 

deleting the inconsistent data but at the cost of an increase in the incompleteness of 

the dataset. This cost can be avoided or minimized by properly evaluating and analyz-

ing the degree of the inconsistency in the dataset. The author has explained how the 

inconsistency of RDF data can be identified, evaluated and analyzed. He has achieved 

this by explaining what RDF data model is in section 2.0, Identifying inconsistent 

RDF data in EMAGE dataset in section 3.0, Evaluating and analyzing inconsistent 

RDF data in section 4.0 and finally, the author presents his approach on how inconsis-

tent RDF data can be evaluated and analyzed in section 5.0.  

2 RDF data model 

Information in semantic dataset is represented by RDF data in the form of triples and 

stored in a triple store.  A triple consists of subject, predicate and an object. An illu-

stration of a RDF triple is as shown in figure 1 below. 

 

<http://www.cubist_project.eu/HWU#tissue_EMAP_42> 

<http://www.w3.org/2001/01/rdf-schema#label> “embryo” . 
 

Figure 1: A triple in EMAGE dataset 

 

        Each triple in RDF dataset represents a statement of a relationship between the 

entities denoted by the nodes that it links. RDF data can contain one or more triples. 

Each triple is composed of a subject, predict and an object.  In RDF data, each subject 

of a triple is represented by a Universal Resource Identifier (URI) or blank node, each 

predicate is represented by a URI and each object node is represented by a URI, a 

blank node or a literal. For example in figure 1, the subject of the triple is a URI 

“http://www.cubist_project.eu/hwu#tissue_EMAP_42”, the predicate is a URI 

“http://www.w3.org/2000/rdf-schema#label”, and the object node is a literal “emb-

ryo”. The author adopted turtle serialization format (http://www.w3.org/TR/turtle/) in 

this example. RDF data has other serialization formats for representing its data such 

as N-Triple, N3, RDF/XML and RDFa.   

 

 

 

 

 

 

http://www.cubist_project.eu/HWU#tissue_EMAP_42
http://www.w3.org/2001/01/rdf-schema#label
http://www.cubist_project.eu/hwu#tissue_EMAP_42
http://www.w3.org/2000/rdf-schema#label
http://www.w3.org/TR/turtle/


3 Identifying inconsistent RDF data in EMAGE dataset: SPARQL Query 

Language 
 

Inconsistency exists in RDF data when the data does not conform to the rules govern-

ing their design.   This is evident when there is a contradiction in the RDF data such 

that the RDF data contains both A and ⌐A.  

       Inconsistency in EMAGE dataset is identified through identifying data which do 

not conform to EMAGE‟s textual annotation rules. These rules include the general 

“detected somewhere in” and “not detected everywhere in” rules which are used to 

propagate gene expression levels up and down the hierarchical structure of a particu-

lar EMAP anatomy. In addition, the expression level of a gene in a particular structure 

of a given Theiler stage in EMAGE dataset is reasoned through propagation approach. 

Through propagation approach, the associated level of gene expression in tissues that 

exhibit “is_part_of” relationship with other tissue(s) within a particular structure are 

propagated up or down the given structure in line with the chosen level of gene ex-

pression of that structure. As a consequence, gene expression levels could be incon-

sistent. This can be as a result of positive propagation (expressions propagated up the 

anatomy) that contradicts with an experimental result or negative propagation (ex-

pressions propagated down the anatomy) that contradicts with an experimental result. 

Also, gene expression can be completely contradictory (two experiments on the same 

tissue in which a gene is stated as detected in one experiment and not detected in the 

second experiment) or partly contradictory (two experiments on the same tissue in 

which the genes detected have different expression levels). Also, Inconsistency in 

EMAGE datasets has been categorized and defined [9] as either binary inconsistency: 

gene that is both expressed and not expressed in a given tissue of a Theiler stage and 

analogue inconsistency: involving varied strength levels of a particular gene in a giv-

en tissue of a Theiler stage.  

       In other to identify inconsistent RDF data, a subset of EMAGE RDF model data-

set was stored in OWLIM-SE triple store (http://www.ontotext.com/owlim). The in-

vestigated dataset has 1,216,277 triples. The author applied appropriate SPARQL 

queries as to retrieve inconsistent data from the stored RDF dataset. He was able to 

detect binary inconsistency in the investigated dataset in some tissues which have 

“is_part_of” relationship with other tissues of the same hierarchical annotation struc-

ture. In these tissues, a gene is specified as “detected” and also specified as “not de-

tected” in their related tissue. An example of EMAGE hierarchical annotation struc-

ture is shown in the figure 2 below. The SPARQL query in figure 3 identifies RDF 

data with binary inconsistency from Theiler stage 15 of the investigated HWU RDF 

model dataset. It can also be applied to any other Theiler stage by changing the Thei-

ler stage number in the statement under label #3 of the query. Table 1 displays the 

result set.  The author used the hash key (#) together with a unique number in the 

SPARQL query to identify comments that explain the SPARQL statement(s).  



      

 
Figure 2: A subset of the Anatomy Ontology of Theiler stage 15 (drawn from 

http://www.emouseatlas.org/emap/ema/home.html) 

 

  To illustrate the different types of inconsistent data in the investigated dataset, the 

author used instances from Theiler stage 15. Figure 2 shows a subset of EMAP anat-

omy of Theiler stage 15.  

 

Table 1: Binary inconsistent tissue experiments of Theiler stage 15 

 

 

http://www.emouseatlas.org/emap/ema/home.html


#1 Declare URI namespace 

prefix hwu: <http://www.cubist_project.eu/HWU#> 

prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

prefix rdf: http://www.w3.org/1999/02/22-rdf-syntax-ns# 
 

 

#2 Select variables whose bindings are returned as solutions of the query 

SELECT DISTINCT ?gene_label  ?t_label ?t_Experiment_label 

?gene_strength    ?t2_label ?t2_Experiment_label ?gene_strength2  

where { { 
 

#3 Select a set of triple pattern that depicts the investigated RDF data: Set ‘A’ 
?x rdf:type hwu:Textual_Annotation ; hwu:belongs_to_experiment 

?y ;  hwu:in_tissue ?z ; hwu:has_involved_gene ?g ; 

hwu:has_strength ?gene_strength . 

?z hwu:has_theiler_stage hwu:theiler_stage_15  ; rdfs:label 

?t_label . 

?y rdfs:label ?t_Experiment_label . 

?g rdfs:label ?gene_label 

} 

OPTIONAL #4 SPARQL key word which enables optional match 

{ 
#5 Select optional variables contradicting set ‘A’ in another set: set ‘B’  
?b rdf:type hwu:Textual_Annotation ; hwu:belongs_to_experiment 

?y2 ; hwu:in_tissue ?ztissue2 ; hwu:has_involved_gene ?g ;   

hwu:has_strength ?gene_strength2  . 

?ztissue2 rdfs:label ?t2_label . 

?y2 rdfs:label ?t2_Experiment_label . 
 

#6 Stipulate the relationship between set ‘A’ and set ‘B’ 
?z hwu:is_part_of ?ztissue2 .  
 

#7 Stipulate the necessary condition that can ascertain any  

#7 possible contradictory values between set ‘A’ and set ‘B’ 
Filter(?gene_strength  = hwu:level_detected && ?gene_strength2  

= hwu:level_not_detected ) } } 
 

#8 Aggregate values of variables to be returned  

group by ?gene_label  ?t_label ?t_Experiment_label 

?gene_strength    ?t2_label ?t2_Experiment_label ?gene_strength2  
 

#9 Restrict expected results to allow only the output of contradictory values  

having ((round((count(?t2_label))/(count(?t_label))*100)) > 0) 
 

#10 Establish the order for the result set 

order by ?gene_label 

 
Figure 3: Query to identify binary contradictory RDF data in Theiler Stage 15 
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       The result set in table 1 above, shows identified binary inconsistent RDF data in 

Theiler stage 15. As an example, some tissues (future midbrain and future rhomben-

cephalon of experiments EMAGE:3530 and EMAGE:3879 respectively) with in-

volved gene “Pax2” whose expression level are specified as “level_detected” were 

identified. Future midbrain and Future rhombencephalon have the same involved 

gene “Pax2” and a “is_part_of” relationship with the tissue “Future brain” whose 

expression level is specified as “level_not_detected” in EMAGE:984. These expres-

sion levels of Pax2 as specified in these experiments contradict each other and do not 

abide with the semantics of the word “is_part_of” as utilized by EMAP. In addition, 

analogue inconsistency was detected in the investigated dataset in some tissues which 

have “is_part_of” relationship with other tissues. The identified analogue inconsistent 

data involve a gene with varied strength levels such as “strong” and “moderate” in 

tissues that have “is_part_of” relationship with other tissues. Analogue inconsistency 

in RDF data from Theiler stages 15 of the investigated dataset was identified by subs-

tituting the filter condition under label #7 of figure 3 with the below filter condition: 

 

Filter(?gene_strength = hwu:level_strong && ?gene_strength2 = 

hwu:level_weak || ?gene_strength = hwu:level_moderate && 

?gene_strength2 = hwu:level_weak || ?gene_strength = 

hwu:level_strong && ?gene_strength2 = hwu:level_moderate) 
 

Table 2: Analogue inconsistent tissue experiments of Theiler stage 15 

 
 

       The result set in table 2, shows the identified analogue inconsistent RDF data in 

Theiler stage 15. As an example from the table, some tissues (Branchial arch and 

limb of experiment EMAGE:5349) with involved gene “Fkbp3” whose expression 

levels are specified as “level_strong” have been identified from the investigated data-

set. Branchial arch and Limb have “is_part_of” relationship with the tissue Embryo. 

Yet, Fkbp3 has a level of expression “level_weak” in Embryo in the same experiment. 

These expression levels of “Fkbp3” as specified in the experiment contradict each 

other and do not abide with the semantics of the word “is_part_of” as utilized by 

EMAP. Examples from other EMAGE inconsistency types include the inconsistency 

from positive propagation: Gene “Pax2” was “detected” in Future midbrain in 

EMAGE:3879 and “not detected” in Future brain in EMAGE:984 (Table 1). Future 

midbrain is part of future brain and it is located at a lower part to future brain in the 



anatomy structure of Theiler stage 15 (figure 2). Future brain should unavoidably 

have the same gene expression as future midbrain if gene expression is to be propa-

gated up the anatomy. The strength level of future brain is therefore contradicted by 

not fully propagating Future midbrain’s gene expression level up the anatomy and 

this result to „an inconsistency of positive propagation‟.  On the other hand, Future 

midbrain should unavoidably have the same gene expression level as future brain if 

gene expression is to be propagated down the anatomy.  The strength level of future 

midbrain was contradicted by not fully propagating the gene expression level in fu-

ture brain down the anatomy and this result to „an inconsistency of negative propaga-

tion‟. Figure 2 shows the tree illustrating the hierarchical structure of future midbrain 

and future brain in Theiler stage 15. 

 

4 Evaluating and analyzing inconsistent RDF data 
 

There are two main methods of dealing with inconsistent data in a dataset: to diagnose 

and repair it, and reasoning with the inconsistency [3]. Also, various approaches such 

as [7, 8] have been proposed on reasoning with the inconsistent data.  The act of ad-

dressing inconsistent data through identifying the inconsistency with the aim of re-

pairing it through deleting the inconsistent data will inevitably increase the incom-

pleteness of the dataset. More so, the use of various reasoning approaches on incon-

sistent dataset would produce varied result sets for a given approach on the dataset. 

These lapses can be addressed through measuring and detailing of the inconsistencies 

in the retrieved information from an inconsistent dataset.  

       Obviously, measuring inconsistency has been proven useful in analyzing diverse 

range of information types such as news reports [4]. However, there are a few ap-

proaches [1, 2] for measuring the inconsistencies of semantic datasets. There are other 

publications which verify and validate the RDF data held within a database [5, 6] but 

these works do not measure and analyze the amount of inconsistency in inconsistent 

information retrieved from the database. Consequently, the author assesses the 

amount of inconsistency in inconsistent information from a graph based approach. He 

achieves this through adopting the sub graph matching powers of SPARQL queries.  

 

5 Approach 
 

The amount of inconsistency in an investigated RDF data can be measured by eva-

luating the amount of contradiction in the RDF data against the likelihood of the con-

tradiction to occur.  This amount is assessed herein by calculating their ratio as a frac-

tion of 100. The result educates us on how large/small the embedded contradiction in 

the RDF data is. As stated above, the amount of inconsistency in EMAGE‟s data from 

a graph based approach is herein assessed through adopting the mathematical and sub 

graph matching powers of SPARQL queries. This approach can be applied to all RDF 

dataset formats. It necessitates proper SPARQL query skills and adequate knowledge 

of the dataset by the dataset analyst. The amount of contradictions in the data under 

investigation against its total possibility to occur in the dataset is calculated as fol-

lows:  



 

Xm =  A RDF graph pattern in a RDF dataset  

Xk = Contradictory sub graph of Xm 

 

The interest is in calculating the amount of Xk in Xm such that 

 

= Total number of contradictions in Xk 

 = Total number of occurrence of Xm in the dataset  

 Amount of Inconsistency in Xm = 
1

100Xm

Xk  

       In this investigation, the question “what amount of binary or analogue contradic-

tion is present in the expression levels of the genes in each tissue experiment of Thei-

ler stage 15” is answered. The amount of Binary or analogue inconsistency in RDF 

data from any of the Theiler stages of the investigated dataset is identified by adding 

the following SPARQL statement before label #2 of figure 3.  

 

Select ?gene_label ?t_Experiment_label 

round((count(?gene_strength2))/(count(?gene_strength))) * 100) 

as ?amount_of_inconsistency) 

{ 

 

And also substituting the aggregation statement under the label #8 of the query with 

the below statement: 

 

       Group by ?gene_label ?t_Experiment_label 

 

The result set of the administered query on Theiler stage 15 is as displayed in table 

3 and 4 below.  

 
Table 3: Amount of binary inconsistency in tissue experiments of Theiler stage 15 

 

 

Table 3 above, gives a more clarifying result set of each inconsistent experiment in 

Theiler stage 15 of the dataset than table 1. Rather than listing inconsistent experi-

ments singly (like in table 1), the amount of its occurrence in the RDF data with the 

stipulated pattern is measured. These measures inform us of the amount of inconsis-

tent assays in each tissue experiment of a particular Theiler stage in the dataset. As an 

example in EMAGE:3530, it can reliably be stated that  half (50%) of the assays are 

binary inconsistent. While in EMAGE:3879, less than half (33%) of the assays results 



are binary inconsistent. Consequently, decisions by Biologists to carry out further test 

or to remove existing experimental results from the dataset can be made. 

 
Table 4: Amount of analogue inconsistency in tissue experiments of Theiler stage 15 

 

 

Figure 4 below, depicts a flowchart for measuring inconsistency of RDF dataset. 

 

 
 

Figure 4: Flowchart for measuring inconsistency in RDF data 

 

       A tissue experiment can have several assays. The author‟s approach identifies the 

amount of these inconsistent assay(s) in their corresponding tissue experiment. For 

example, in Theiler stage 15 of the investigated dataset, there are 6 assays on 

EMAGE:3879, and 2 of them are binary inconsistent thus the amount of inconsistency 

in the experiment is calculated by  dividing 2 with 6 and multiplied the result  by 100. 

The importance of identifying the amount of inconsistency in a tissue experiment is to 

identify how valid the assay results of a particular experiment are.  



6 Conclusion  

Evaluating and analyzing inconsistent RDF data of a RDF model dataset is a field yet 

to be explored. Interestingly, it has been shown in this paper that the measure and 

analysis of inconsistent RDF data gives an insight to the soundness of the information 

under investigation. Nevertheless, the author hopes to improve on this research by 

automating these processes of identifying, evaluating and analyzing inconsistent RDF 

data.  
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Abstract. This paper presents FCAWarehouse, a prototype online data
repository for FCA. The paper explains the motivation behind the devel-
opment of FCAWarehouse and the features available, such as the ability
to donate datasets and their respective formal contexts, the ability to
generate artificial formal contexts on-the-fly, and how these features are
also available through a set of web-services. The paper concludes by sug-
gesting future work in order to enhance it’s usability.

1 Introduction

In recent years, different means of archiving empirical data have been considered
and implemented to build a space where data collection could be exploited and
analyzed accordingly, if required. The different archiving techniques not only
introduced communities an alternative approach of maintaining the quality and
accessibility of data, but also improved the indexing of available data collections
with proper categorization. An example of such an archiving technique are online
data repositories.

Online data repositories are digital libraries which allow the comprehensive
collection, management and preservation of digital content and the ability to
offer it to targeted user communities [10,7,8]. An example of such a repository is
the UCI Machine Learning Repository, a repository used by the machine learning
community for the empirical analysis of machine learning algorithms [6]. Data
repositories exist for numerous targeted communities; however, a centralized,
public resource of data in FCA formats for the FCA community has not been
implemented to date.

The idea of an FCA online data repository, to provide FCA practitioners with
a resource of public datasets in FCA formats, was proposed in [2] at 2009. The
proposal envisioned the automatic conversion of uploaded traditional datasets
into formal contexts, as well as the ability to generate artificial datasets in CSV
format, to be then converted into a formal context with the user being able
to determine the number of objects, number of attributes and the density. The
automatic conversion of datasets to formal contexts would be handled by a



“Data-to-FCA” converter and the tool FcaStone1 would be used to convert for-
mal contexts from one FCA format to another. Both of these tools would be
incorporated in the repository as components. The architecture of the proposed
repository is shown in Figure 1.

Fig. 1. Proposed FCA Data repository system architecture in [2].

The “Data-to-FCA” converter of the proposed repository was the most com-
plex component to implement with regards to the effort and time needed to de-
velop it. However, since the publication of the aforementioned paper, the “Data-
to-FCA” converter has been developed as a standalone desktop application called
FcaBedrock2, a formal context creator for FCA with the ability of converting
datasets in various formats to formal contexts in the Burmeister (.cxt) or FIMI
(.dat) formats [5,4]. The formal contexts generated by FcaBedrock can be then
loaded in In-Close3, a fast formal concept miner, to count the number of for-
mal concepts in a formal context and produce, if necessary, smaller sub-contexts
based on the well-known notion of minimum support [3,1]. Subsequently, the
motivation behind implementing an FCA data repository became stronger and
resulted in the development of a prototype data repository for FCA, named
FCAWarehouse.

1 http://sourceforge.net/projects/fcastone
2 http://sourceforge.net/projects/fcabedrock
3 http://sourceforge.net/projects/inclose

http://sourceforge.net/projects/fcastone
http://sourceforge.net/projects/fcabedrock
http://sourceforge.net/projects/inclose


2 FCAWarehouse

FCAWarehouse4 is a prototype data repository for FCA developed as part of a
BSc Computing final year project [9] at Sheffield Hallam University (SHU). It
provides the ability of donating datasets and their respective formal contexts,
browsing and searching datasets, an administration back-end for librarians to
manage donated datasets, creating artificial formal contexts, as well as pro-
viding all of it’s functionality through a set of ReSTful5 web services to make
FCAWarehouse interoperable with third-party FCA tools. A diagram of it’s ar-
chitecture is shown in Figure 2 and an explanation of it’s features is given in the
following sections.

Fig. 2. System architecture of FCAWarehouse.

2.1 Datasets

Each dataset in FCAWarehouse is comprised of metadata such as name, addi-
tional information, original source as well as the original data and it’s respective
formal context (Figure 3).

All of the files and metadata are provided by the donator during the dona-
tion process. In cases where the formal contexts are created using FcaBedrock, a

4 http://www.fcawarehouse.com
5 Representational State Transfer (ReST). http://www.ibm.com/developerworks/

webservices/library/ws-restful/

http://www.fcawarehouse.com
http://www.ibm.com/developerworks/webservices/library/ws-restful/
http://www.ibm.com/developerworks/webservices/library/ws-restful/


Fig. 3. Example of a dataset entry in FCAWarehouse (partial screenshot).

Bedrock file (.bed) is also provided which contains the metadata of the conver-
sion so that users can load the original data and the Bedrock file in FcaBedrock
and have a look at, or modify, the parameters and conversion criteria set for
each attribute in the original dataset (Figure 4).

The files donated for each dataset are stored physically on the server, with
the database only holding the URL to each dataset. As the prototype is currently
hosted on a server with limited storage capabilities, all files uploaded for a dataset
during the donation process are automatically compressed as .zip files.

After a user has donated a dataset, the librarians are notified about the new
submission and have the ability of accepting or declining the submitted dataset.
Consequently, only datasets marked as ‘Accepted’ by the librarians are visible
to end-users.



Fig. 4. FCAWarehouse’s Bedrock (.bed) file of the Adult dataset loaded in
FcaBedrock (partial screenshot).

2.2 Artificial formal contexts

FCAWarehouse provides the ability of generating artificial formal contexts in the
Burmeister (.cxt) format by predefining the number of formal objects, number
of formal attributes and the density. Developers of tools such as the formal
concept miners In-Close6 and FCbO7 can use this feature to generate formal
contexts of size of their choice in order to test the limits and efficiency of their
algorithms.

The generated artificial formal contexts are randomly generated by predefin-
ing the number of objects, number of attributes and density of the formal con-
text. The density is defined as a percentage indicating the minimum amount
of crosses (formal attributes) that each row (formal object) should contain in
the formal context. Setting for example number of objects to 10, number of at-
tributes to 10 and density percentage to 70% will result in a formal context with
10 formal objects and 10 formal attributes where at least 70% of each row is
consisted of crosses (Figure 5). Setting the density to 0 will generate a random
artificial formal context with no density criteria.

6 http://sourceforge.net/projects/inclose
7 http://sourceforge.net/projects/fcalgs

http://sourceforge.net/projects/inclose
http://sourceforge.net/projects/fcalgs


Fig. 5. Example of an artificial formal context with 10 objects, 10 formal at-
tributes and density set to 70%.

2.3 Web services

FCAWarehouse implements a set of web services for the interoperability of
FCAWarehouse with third-party FCA applications. At the moment there are
a total of four web services, namely:

– GenerateContext: Accepts as input the number of objects, number of at-
tributes, density percentage and outputs a corresponding artificial Burmeis-
ter formal context in XML.

– GetAllDataSets: Returns all datasets, along with their metadata, in XML.
Only datasets marked as ‘Accepted’ by the librarians are returned.



– Get10MostRecentDatasets: Returns the 10 most recent datasets along
with their metadata, in XML. Only datasets marked as ‘Accepted’ by the
librarians are returned.

– SearchDataset: Accepts a string as input and returns any datasets which
contain the given string in their name, along with their metadata, in XML.
Only datasets marked as ‘Accepted’ by the librarians are returned.

3 Further Work and Conclusion

While useful in it’s current state, FCAWarehouse is still in a prototypical state;
a number of improvements can be implemented to enhance it’s usability. For ex-
ample, the feature of artificially generating formal contexts can be extended to
simulate formal contexts that real datasets would produce. This can be achieved
by defining sets of adjacent columns in the formal context to represent a single
attribute. Assuming, for example, a categorical attribute (with each of it’s values
being a formal attribute in the formal context) and each formal object only being
able to have one of it’s values (quite common in real datasets), will result in a
formal context where no more than one cross will exist in the columns represent-
ing that attribute. The same logic can be applied to various type of attribute:
boolean attributes could be interpreted as single formal attributes in the formal
context and continuous attributes could be grouped using ranges rather than
one formal attribute for each numerical value. In this way, FCAWarehouse can
act as a benchmarker for the comparison of tools and algorithms by providing
citable random data as well as converted real datasets.

A feature which could prove quite useful in the future, with some modi-
fications and adjustments, are FCAWarehouse’s web services. Interesting use-
cases can emerge from this feature; for example, the formal context creator
FcaBedrock could feature a “Create formal context from FCAWarehouse” op-
tion. By using the provided web services, a list of the available datasets could
appear in FcaBedrock. Selecting one of the datasets could automatically down-
load the dataset and start auto detecting its values to create a formal context.
Creating a formal context in FcaBedrock requires inputting a dataset, defining
its metadata and then creating the formal context; considering, however, the
“Generate Context” web service, the ability of creating artificial formal contexts
in FcaBedrock without requiring initial data as input could be made possible
with minimal effort.

Further work also includes the incorporation of the tool FcaStone, to convert
data between FCA and non-FCA formats, in FCAWarehouse to offer the power
of FCA to those currently outside of the FCA community.

The final vision of FCAWarehouse is of an online FCA data repository which
facilitates the creation, conversion and donation of datasets for FCA, providing
a useful collection of real and artificial datasets in a wide variety of FCA and
non-FCA formats to open the way for the wider use of FCA.
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